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#### Abstract

Understanding the mechanism of the protein stability change is one of the most challenging tasks. Recently, the prediction of protein stability change affected by single point mutations has become an interesting topic in molecular biology. However, it is desirable to further acquire knowledge from large databases to provide new insights into the nature of them. This paper presents an interpretable prediction tree method (named iPTREE-2) that can accurately predict changes of protein stability upon mutations from sequence based information and analyze sequence characteristics from the viewpoint of composition and order. Therefore, iPTREE-2 based on a regression tree algorithm exhibits the ability of finding important factors and developing rules for the purpose of data mining. On a


[^0]dataset of 1859 different single point mutations from thermodynamic database, ProTherm, iPTREE-2 yields a correlation coefficient of 0.70 between predicted and experimental values. In the task of data mining, detailed analysis of sequences reveals the possibility of the compositional specificity of residues in different ranges of stability change and implies the existence of certain patterns. As building rules, we found that the mutation residues in wild type and in mutant protein play an important role. The present study demonstrates that iPTREE-2 can serve the purpose of predicting protein stability change, especially when one requires more understandable knowledge.
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## Introduction

Knowing the relationship between structure, function, and property of proteins is useful to protein design that produces novel protein sequences. Whereas single amino acid mutations can significantly alter the stability of a protein structure, understanding the mechanisms responsible for protein stability change affected by single point mutations has become an interesting topic in molecular biology [1-6]. Until now, various methods have been proposed to predict stability change ( $\Delta \Delta \mathrm{G}$ ) upon protein mutation, including energy-based methods and machine learning approaches. Energy-based methods based on force fields can be categorized into three major classes depending on the energy functions [7]: (1) those using physically effective energy functions [8]; (2) those based on statistical potentials for which energies are derived from the frequen-
cies of residue contacts $[9,10]$; and (3) those using empirically effective energy functions obtained from experimental data [11]. Lately, machine learning approaches based on artificial neural networks [12] (ANNs) and support vector machines [13, 14] (SVMs) have been proposed. All the above-mentioned methods mainly focused on raising prediction accuracy but not accompanied knowledge acquisition.

The mechanism of systematically and actively capturing knowledge from biological experiment results is valuable to learn an unknown concept. Previously, Xiong et al. [15] have tried to detect repeatedly occurring 3D structures in molecules by finding patterns in 3D graphs. Besides, association rules which demonstrate diverse mutations and chemical treatments have been reported using the A priori algorithm from 300 gene expression profiles of yeast [16]. Moreover Oyama et al. proposed a data mining method to discover association rules related to protein-protein interactions [17].

Biological data mining is one of the emerging research topics in bioinformatics [18], which can be applied in several aspects including description, estimation, prediction, classification, clustering and association [19]. For further understanding the connection between protein sequences and stability change, data mining techniques such as sequence analysis and rule development are necessary. Although tertiary structure information has been used to predict stability change [12-14, 20] and non-local interactions are the principal determinant of protein stability [9], the relevant information may be unavailable. Besides, mutagenesis experiments may begin from the proteome in post-genomic era, developing prediction methods based on sequence information is considerably necessary. Moreover, previous investigations also revealed that local interactions and primary sequence information can play important roles in stability prediction [9,21] and have introduced them into their works effectively [9, 21-26].

The integration of knowledge acquisition and building interpretable prediction would provide deep insights to understand the mechanism for protein stability as well as to predict the protein stability change upon mutation. In our earlier work (iPTREE), we have proposed a classification tree algorithm for discriminating the stabilizing and destabilizing mutants with high accuracy [20]. The performance of the method is better than or comparable with other machine learning [artificial neural networks (ANNs) and support vector machines (SVMs)], and energy-based methods $[12,13]$. In this work, we developed an interpretable prediction method (named iPTREE-2) based on a regression tree algorithm, which aims to achieve the following two goals: (1) accurately predicting change values of protein stability upon single point mutations from sequence information; and (2) simultaneously analyzing
protein sequences and developing interpretable rules for knowledge acquisition of stability change by iPTREE-2.

## Materials and methods

Protein and mutant datasets

For comparisons, the dataset used by Capriotti et al. [13] was trained and tested in this study. The dataset was obtained from ProTherm database (http://gibk26.bse.kyutech. ac.jp/jouhou/protherm/protherm.html) [27, 28]. The constraints of extracting the dataset of proteins from ProTherm were: (1) only single point mutations (no multiple mutations) were considered for each protein; (2) the correspondent energy changes of protein stability were detected by experiments; and (3) experimental conditions of temperature and pH were listed in the database as well. And therefore we have accordingly acquired the whole dataset from http://gpcr.biocomp.unibo.it/~emidio/I-Mutant2.0/ dbMut.html. The dataset consists of 2048 different single point mutations and is comprised of 64 protein sequences.

The dataset suffers from a great deal of redundancy. To avoid any redundancy bias, we removed 63 redundant samples that have the same experimental setting and $\Delta \Delta \mathrm{G}$ values as some other sample. In addition, there are samples that have the same experimental setting and very highly correlated $\Delta \Delta \mathrm{G}$ values, which might be under different salt conditions or buffers, ions etc. By taking the average of those samples, another 126 samples were removed in this case. We refer to this redundancy-reduced dataset as S1859.

## The proposed iPTREE-2

iPTREE-2 based on classification and regression tree algorithm (CART) can provide a sequence based input with sequence analysis, and then build a prediction model from which interpretable rules can be developed effectively. Figure 1 illustrates the framework of iPTREE-2, where both paths beginning from the input dataset block to the sequence analysis block and to the rule development block are essential. The first path shows the statistical examination of input sequences from the viewpoint of composition and pattern. The second path depicts the process of building the prediction model and developing the rules which is helpful to explore the hidden information in datasets. The major parts of iPTREE-2 are described as follows.

## iPTREE-2 kernel- classification and regression tree algorithm (CART)

CART [29] is a machine learning technique which is capable of solving classification and regression problems

Fig. 1 The framework of iPTREE-2 for rule development and sequence analysis of protein stability change prediction

for both categorical and continuous dependent variables. The main advantages of CART include: (1) being nonparametric to suit data with unknown as well as skewed distribution, no assumptions are required or made regarding the underlying distribution of independent variables; (2) being robust to handle extreme values by isolating the outliers in a separate node, the negative effect of noisy data that may affect model building in addition to accuracy can be reduced; and (3) being efficient to search all possible variables as splitters, problems with hundreds of possible independent variables can be overcame. Due to those abilities mentioned above, CART has successfully been applied for the prediction in molecular biology such as absorption classes [30], the passage of molecules etc [31].

CART mainly consists of two steps, during which one tree is built and then pruned. In the first step, a recursive split procedure builds a tree, named maximum tree, which closely describes the training dataset. In the second step, the maximum tree is cut off for finding optimal subtree. The details of these steps are described below.

Building maximum tree CART constructs a binary decision tree based on training dataset, starting at the tree root [29]. The dataset will be progressively split into smaller subsets which satisfy a given condition. The splitting procedure is made in accordance with squared residuals minimization criterion which implies that expected sum variances for two resulting nodes should be minimized:

$$
\begin{equation*}
\underset{\sim}{\arg \min }\left[P_{l} \operatorname{Var}\left(Y_{l}\right)+P_{r} \operatorname{Var}\left(Y_{r}\right)\right] \tag{1}
\end{equation*}
$$

where $P_{l}, P_{r}$ are fractions of samples in the left and right nodes; $\operatorname{Var}\left(Y_{l}\right), \operatorname{Var}\left(Y_{r}\right)$ are variances of response vectors for corresponding left and right child nodes; $x_{i} \leq x_{i}^{\mathrm{R}}$ is the optimal splitting condition which satisfies the criterion (Equation 1) with $x_{j}^{R}$ the best splitting value of variable $x_{j}$ from M variables in learning samples. Each available variable is evaluated using squared residuals minimization
criterion, and the best variable is selected and used to split samples. The training samples are divided to appropriate descendant nodes which were arranged in alphabetical order of variables. The process is then repeated using the training samples associated with each descendant node.

The splitting procedure goes on until: (1) only one observation or more than two observations with the identical values exist in each of the child nodes, or (2) the number of levels exceeds the limit set by system. Then the procedure of building the maximal tree is terminated.

Tree pruning The maximum tree may turn out to consist of hundreds of levels with high complexity and accompany overfitting which is a considerable problem for many learning algorithms. In order to ease the difficulties, one approach to avoiding overfitting in practice is tree pruning [29] which implies choosing the right size of tree, namely, cutting off insignificant nodes. In practice, there are different pruning algorithms which can be used to choose the right size of tree. However, we have tried several ones and found no one with a significantly superior performance. Thus, instead, we list and observe the results obtained by different pruning levels.

For finely tuning the level of tree pruning, iPTREE-2 made use of a complexity parameter, denoted $\alpha$, which is a penalty for additional nodes. Usually, as $\alpha$ increased, more and more nodes are pruned away, resulting in simpler and simpler subtrees. For the maximum tree $T$, the subtree $T_{\alpha}$ was built by pruning the number of nodes down to $\left|T_{\alpha}\right|$. It is defined as
$\left|T_{\alpha}\right|=(1-\alpha)|T|$
where $\alpha$ is from 0 to $1,\left|T_{\alpha}\right|$ and $|\mathrm{T}|$ are the total number of nodes in the subtree and the maximum tree, respectively. The removed nodes are designated in opposite order of tree construction. The appropriate value of $\alpha$ is problemdependent. "Prediction from sequence composition and tree pruning" section shows that the parameter $\alpha$ directly affects prediction performance of iPTREE-2.

## Input dataset and sequence analysis

The ability of processing different variable types in CART makes it flexible to varied applications. Based on the sequence information of S1859, iPTREE-2 can utilize the following independent variables as input:
(1) $\mathrm{N}_{\mathrm{x}}$, the number of the encoded residue type X , is found inside a symmetrical window centered at the mutated residue, namely, the relative abundance of the corresponding residue of neighbors in an extended sequence towards the left (N-terminus) and the right (C-terminus).
(2) $\mathrm{W}_{\mathrm{i}}$ represents the sequential neighbors of the mutated residue in the window, where $i$ labels the position of neighbors in the window from N -terminus to C -terminus. For example, when the window size 7 is considered, three neighboring residues on both sides of the mutant residue are labeled with $\mathrm{W}_{1}, \mathrm{~W}_{2}, \mathrm{~W}_{3}$ (from N-terminus) and $W_{4}, W_{5}, W_{6}$ (toward C-terminus), respectively.
(3) Md means the mutation type of deleted-residue or mutation residue in wild type.
(4) Mi means the mutation type of introduced-residue or mutation residue in mutant protein.
(5) PH stands for the pH value of the experimental condition.
(6) TEMP stands for the temperature $\left({ }^{\circ} \mathrm{C}\right)$ at which the stability of the mutated protein was measured explicitly.

In order to further demonstrate iPTREE-2 in various aspects, different combinations of variables were designed. For comparison with previous SVM-based predictor, the same variable set $\mathrm{C}-19$ includes Md , Mi, PH, TEMP and $\mathrm{N}_{\mathrm{X}}$ that was obtained from window size of 19 residues. Next, for observing the possible effects caused by different window sizes, $\mathrm{N}_{\mathrm{X}}$ in $\mathrm{C}-19$ was re-calculated for varied window sizes $7,11,37$ and 55 , producing another three variable sets $\mathrm{C}-7, \mathrm{C}-11, \mathrm{C}-37$ and $\mathrm{C}-55$, respectively (see "Prediction from sequence composition and tree pruning" section). Mainly, the sequence information is composed of composition and order of sequences. For further clarifying the role of the two items in stability prediction, additional variable sets named $\mathrm{O}-7$ and $\mathrm{CO}-7$ were used with C-7:
(1) C-7 includes Md, Mi, PH, TEMP and $\mathrm{N}_{\mathrm{X}}$ that was obtained from window size of 7 residues;
(2) O-7 replaces $\mathrm{N}_{\mathrm{X}}$ of C-7 with $\mathrm{W}_{\mathrm{i}}$; and
(3) CO-7 adds $\mathrm{W}_{\mathrm{i}}$ into $\mathrm{C}-7$.

The three variable sets were designed on one-factor-atonce strategy to compare the relative importance of those variables which are different parts between any two variable sets. In the similar approach, variable sets with window size 55 were designed to be compared (see "Prediction from sequence order" section).

Sequence analysis, one of fundamental data mining techniques, was applied to S1859 in terms of sequence specificity, including composition and order of residues. On the one hand, for compositional specificity, the relative abundance of each residue type of neighbors was calculated for different $\Delta \Delta \mathrm{G}$ ranges. Meanwhile, in each $\Delta \Delta \mathrm{G}$ range, the percentage of each residue type was calculated (see "Sequence analysis of residue composition distribution" section). On the other hand, triplets and quintets of sequences with high frequency of occurrence are found for order specificity. Subsequently, the number of times they happen in different $\Delta \Delta \mathrm{G}$ ranges was also observed (see "Sequence analysis of pattern finding" section).

## Output predictor

Base on S1859, iPTREE-2 can build a learned decision tree model to be used to predict change values of protein stability. The model can bring forth important factors and be developed into a rule base, for the purpose of data mining. iPTREE-2 relies on a greedy search which iteratively selects the candidate that minimizes a heuristic splitting criterion from input variables. The order of selection will expose the contribution of variables to predict stability change. Usually, the earlier the variable is selected, the more important it would be.

Moreover, the learned decision tree can transform to a rule base that consists of decision rules. Each leaf node has a decision rule, the conjunction of the decisions leading from the root node through the tree to that leaf. For a decision rule, the redundant antecedents can be deleted to simplify the rule. The interpretable knowledge gives biochemistry experts the possibility of validating the predictor and making a discovery (see "Exploring important factors and decision rules" section). By contrast, investigators who want to obtain more information by many other predictors would suffer a setback. Take ANNs for example, describing as well as analyzing the interaction relationship between neurons are extremely difficult.

Prediction scores and test procedures

Several scoring functions were used to decide whether the values between prediction and experiment value can fit well or not. Besides, two test procedures were applied to assess the validity of the results

## Single correlation and standard deviation

Pearson product-moment correlation coefficient (R) was adopted to evaluate relationship between stability change value in experiment and in prediction:
$\mathrm{R}=S_{X Y} / S_{X} S_{Y}$
where $S_{X Y}$ is covariance for variable $X$ and $Y$, described as follows:
$S_{X Y}=\frac{1}{\mathrm{~N}} \sum_{i=1}^{\mathrm{N}}\left(X_{i}-\bar{X}\right)\left(Y_{i}-\bar{Y}\right)$
where $X_{i}$ and $Y_{i}$ is the stability change in experiment and in prediction, respectively; $\bar{X}$ and $\bar{Y}$ is the mean of $X_{i}$ and $Y_{i}$, respectively. N is the total number of mutants. The standard deviation (STD) of a variable $Z_{i}$ is the square root of the sum of the squared differences around the mean divide by the sample size:
$\mathrm{STD}=\sqrt{\frac{\sum_{i=1}^{\mathrm{N}}\left(Z_{i}-\bar{Z}\right)^{2}}{\mathrm{~N}}}$
where $\bar{Z}$ is the mean of $Z_{i}$.

## Mean absolute error

The mean absolute error (MAE) is defined as the absolute difference between predicted and experimental stability values:
$\mathrm{MAE}=\frac{1}{\mathrm{~N}} \sum_{i=1}^{\mathrm{N}}\left|V_{i}^{P}-V_{i}^{E}\right|$
where $V_{i}^{P}$ and $V_{i}^{E}$ are the predicted and experimental stability values respectively, N being the total number of mutants.

## Self-consistency and n-fold cross-validation tests

The present method was validated by both self-consistency and $n$-fold cross-validation tests. Self-consistency applies all the mutant of dataset to train iPTREE-2 and the prediction is made to themselves. To avoid the requirement for a new or independent validation dataset, $n$-fold crossvalidation partitions samples into $n$ sub-samples chosen randomly with approximately equal size. For each subsample, iPTREE-2 builds a tree model from the remaining data and uses it to predict the stability of the sub-sample. Then the procedure repeats for n times to obtain the related scores.

## Results and discussions

Prediction from sequence composition and tree pruning

In Table 1, we present the comparison of correlation coefficients resulted from different window lengths and pruning levels using iPTREE-2. The data were obtained

Table 1 Comparison of correlation coefficients* resulted from variable sets of different window sizes of sequence composition by using varied pruning levels

| $\alpha$ | Variable set |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | C-7 | $\mathrm{C}-11$ | $\mathrm{C}-19$ | $\mathrm{C}-37$ | $\mathrm{C}-55$ |
| 0.00 | $\mathbf{0 . 6 6}$ | 0.64 | $\mathbf{0 . 6 7}$ | $\mathbf{0 . 6 6}$ | 0.69 |
| 0.05 | 0.63 | 0.64 | 0.66 | 0.64 | 0.67 |
| 0.10 | 0.65 | 0.64 | 0.67 | 0.65 | 0.67 |
| 0.15 | 0.64 | $\mathbf{0 . 6 5}$ | 0.67 | 0.65 | 0.69 |
| 0.20 | 0.65 | 0.63 | 0.66 | 0.65 | 0.68 |
| 0.25 | 0.65 | 0.63 | 0.67 | 0.66 | 0.69 |
| 0.30 | 0.63 | 0.65 | 0.65 | 0.65 | 0.69 |
| 0.35 | 0.65 | 0.65 | 0.66 | 0.64 | $\mathbf{0 . 7 0}$ |
| 0.40 | 0.64 | 0.64 | 0.65 | 0.65 | 0.69 |
| 0.45 | 0.65 | 0.64 | 0.65 | 0.63 | 0.68 |
| 0.50 | 0.64 | 0.64 | 0.64 | 0.66 | 0.67 |
| Mean | 0.65 | 0.64 | 0.66 | 0.65 | 0.69 |
| STD | 0.009 | 0.007 | 0.009 | 0.008 | 0.009 |

* obtained with 20 -fold cross-validation test.

STD: standard deviation
with the dataset of S1859 and 20-fold cross-validation test. To avoid the overfitting problem, we also manipulated pruning level by the parameter $\alpha$ that varied from 0 to 0.5 since too large $\alpha$ value results in huge cutting to reduce the accuracy. The computing platform is Intel Celeron processor 2.4 GHz with 768 MB RAM running Microsoft Windows XP.

For understanding the performance difference between iPTREE-2 and the previous method that has predicted the value of stability change on the dataset, the same variable set C-19 with composition information was used. When the tree model was built with no pruning ( $\alpha=0$ ), we obtained a correlation of 0.67 between predicted and experimental values. The result is significantly better than that obtained from the previous SVM-based method [13] using sequence information ( $\mathrm{R}=0.62$ ) on a redundant dataset, on which iPTREE-2 showed a correlation coefficient 0.73 . When performing tree pruning, it shows tree pruning can affect the performance of iPTREE-2. However, the insignificant improvement between the highest and lowest correlation coefficients reveals that the effect is slight.

For different window sizes of sequence composition, the mean correlation coefficient with size $55(\mathrm{R}=0.69)$ is higher than that with size $7(\mathrm{R}=0.65)$. It seems that the larger window size can enhance the prediction performance. Interestingly, the $\alpha$ values for the highest correlation coefficient (label with bold type) of each variable set spread between 0 and 0.35 , which implies that tiny tree pruning helps prediction performance. As a result, the highest correlation coefficient $(\mathrm{R}=0.70)$, which conforms to the observations on pruning level and window size, appears
on set C-55 with $\alpha=0.35$. The result is also comparable with that obtained from the previous SVM-based method [14] using a smaller dataset. Figure 2 shows the scatter diagram with correlation coefficient 0.70 between experimental and predicted $\Delta \Delta G$ values to observe their relationship. Detailed analysis of this figure revealed that the stability of $67 \%$ of the mutants is predicted within the error of $1 \mathrm{kcal} \mathrm{mol}^{-1}$. Further, we noticed that 30 mutants $(1.63 \%)$ are outliers and the removal of these mutants improved the correlation up to 0.75 .

Prediction from sequence order
This section introduces the information of sequence order to lead to a discussion about relative importance between two factors, composition and order, to the prediction of stability change. The designed variable sets, C-7 and O-7, can be respectively regarded as the composition based input and the order based input, then CO-7 represents the combination of both. In Table 2, the mean correlation coefficient of O-7 is slightly higher than that of $\mathrm{C}-7(\mathrm{R}=$ 0.66 and $\mathrm{R}=0.65$ respectively), but not lower than that of CO-7 ( $\mathrm{R}=0.66$ ), which indicates that the order based input is superior to the composition based input on the small scale of window size of 7 . And the input of combination of composition and order information can not further improve the prediction performance.


Fig. 2 The scatter diagram for the dataset S1859 of experimental and predicted $\Delta \Delta \mathrm{G}$ values using iPTREE-2 with 20 -fold cross-validation test

Table 2 Comparison of correlation coefficients* resulted from variable sets of sequence composition and order by using varied pruning levels

| $\alpha$ | Variable set |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | C-7 | O-7 | CO-7 | C-55 | O-55 | CO-55 |
| 0.00 | $\mathbf{0 . 6 6}$ | 0.66 | 0.67 | 0.69 | 0.67 | 0.66 |
| 0.05 | 0.63 | $\mathbf{0 . 6 7}$ | 0.67 | 0.67 | $\mathbf{0 . 7 0}$ | $\mathbf{0 . 6 8}$ |
| 0.10 | 0.65 | 0.64 | 0.67 | 0.67 | 0.67 | 0.66 |
| 0.15 | 0.64 | 0.65 | 0.66 | 0.69 | 0.67 | 0.66 |
| 0.20 | 0.65 | 0.67 | 0.65 | 0.68 | 0.67 | 0.66 |
| 0.25 | 0.65 | 0.66 | $\mathbf{0 . 6 8}$ | 0.69 | 0.66 | 0.68 |
| 0.30 | 0.63 | 0.66 | 0.67 | 0.69 | 0.66 | 0.65 |
| 0.35 | 0.65 | 0.65 | 0.67 | $\mathbf{0 . 7 0}$ | 0.65 | 0.67 |
| 0.40 | 0.64 | 0.67 | 0.66 | 0.69 | 0.67 | 0.67 |
| 0.45 | 0.65 | 0.67 | 0.67 | 0.68 | 0.66 | 0.68 |
| 0.50 | 0.64 | 0.66 | 0.65 | 0.67 | 0.65 | 0.67 |
| Mean | 0.65 | 0.66 | 0.66 | 0.69 | 0.67 | 0.67 |
| STD | 0.009 | 0.008 | 0.009 | 0.009 | 0.01 | 0.009 |

* obtained with 20 -fold cross-validation test. STD: standard deviation

Comparing with those on a larger scale of window size of 55 , the composition based input results in a higher correlation ( $\mathrm{R}=0.69$ ) than the order based input ( $\mathrm{R}=0.67$ ), while the combination of both can not make additional progress $(\mathrm{R}=0.67)$. One explanation for this is that the composition of larger scale of widow size may contain relative important prediction information that covers enough of the order information, so that the prediction performance can not be risen after adding the order information. We also list the results on CO-7 by selfconsistency test in Table 2. Overall, when based on sequence information including both composition and order, selecting a small window size as input is sufficient and efficient. When based on sequence information including composition without order, choosing a larger window size is helpful to lift up the prediction performance.

Sequence analysis of residue composition distribution

The residue composition of sequences has been shown the importance of improving prediction performance from above. In order to explore the compositional specificity, the frequency distribution of the value of stability change for 20 types of residues was calculated. Tables 3 and 4 was calculated from sequences of window size 7 and 55, respectively. The numbers in parentheses refer to the relative percentage of residue occurrences for each stability change range. We then labeled the relative percentages which are higher than or equal to 10 percent in bold type to emphasize the importance of corresponding residue types.
Table 3 Frequency and percentage distribution of the value of stability change for 20 types of residues from window size 7

| Residue | $\Delta \Delta \mathrm{G}$ | ge (kcal | $\mathrm{mol}^{-1}$ ) |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $>=3.0$ | $2.5 \sim 3.0$ | $2.0 \sim 2.5$ | $1.5 \sim 2.0$ | $1.0 \sim 1.5$ | $0.5 \sim 1.0$ | $0.0 \sim 0.5$ | $(-0.5) \sim 0.0$ | $(-1.0) \sim(-0.5)$ | $(-1.5) \sim(-1.0)$ | $(-2.0) \sim(-1.5)$ | $(-2.5) \sim(-2.0)$ | $(-3.0) \sim(-2.5)$ | $<(-3.0)$ |
| A | 4 <br> (4.8) | $9$ (12.2) | $\begin{aligned} & 8 \\ & (6.3) \end{aligned}$ | $\begin{aligned} & 24 \\ & (11.4) \end{aligned}$ | 34 <br> (6.9) | $\begin{aligned} & 97 \\ & \mathbf{( 1 0 . 9 )} \end{aligned}$ | $\begin{aligned} & 223 \\ & \mathbf{( 1 4 . 0 )} \end{aligned}$ | $200$ <br> (11.4) | $\begin{aligned} & 139 \\ & \mathbf{( 1 0 . 7 )} \end{aligned}$ | $87$ <br> (7.2) | $\begin{aligned} & 55 \\ & (6.2) \end{aligned}$ | $\begin{aligned} & 45 \\ & (6.2) \end{aligned}$ | 35 <br> (7.3) | $\begin{aligned} & 105 \\ & (8.9) \end{aligned}$ |
| R | $\begin{aligned} & 0 \\ & (0.0) \end{aligned}$ | $\begin{aligned} & 1 \\ & (1.4) \end{aligned}$ | $4$ <br> (3.2) | $\begin{aligned} & 12 \\ & (5.7) \end{aligned}$ | $\begin{aligned} & 21 \\ & (4.3) \end{aligned}$ | 48 <br> (5.4) | $\begin{aligned} & 90 \\ & (5.6) \end{aligned}$ | $\begin{aligned} & 101 \\ & (5.7) \end{aligned}$ | $\begin{aligned} & 61 \\ & (4.7) \end{aligned}$ | $\begin{aligned} & 75 \\ & (6.2) \end{aligned}$ | $\begin{aligned} & 50 \\ & (5.6) \end{aligned}$ | 42 <br> (5.8) | $\begin{aligned} & 21 \\ & (4.4) \end{aligned}$ | $\begin{aligned} & 68 \\ & (5.8) \end{aligned}$ |
| N | 0 <br> (0.0) | $\begin{aligned} & 2 \\ & (2.7) \end{aligned}$ | $\begin{aligned} & 7 \\ & (5.6) \end{aligned}$ | $\begin{aligned} & 5 \\ & (2.4) \end{aligned}$ | $\begin{aligned} & 21 \\ & (4.3) \end{aligned}$ | $33$ <br> (3.7) | $\begin{aligned} & 79 \\ & (4.9) \end{aligned}$ | $\begin{aligned} & 98 \\ & (5.6) \end{aligned}$ | $\begin{aligned} & 53 \\ & (4.1) \end{aligned}$ | $\begin{aligned} & 42 \\ & (3.5) \end{aligned}$ | $\begin{aligned} & 51 \\ & (5.7) \end{aligned}$ | $\begin{aligned} & 50 \\ & (6.9) \end{aligned}$ | $28$ <br> (5.8) | $\begin{aligned} & 61 \\ & (5.2) \end{aligned}$ |
| D | $4$ <br> (4.8) | $4$ <br> (5.4) | $5$ <br> (4.0) | 12 <br> (5.7) | 21 <br> (4.3) | 39 <br> (4.4) | $\begin{aligned} & 89 \\ & (5.6) \end{aligned}$ | $\begin{aligned} & 94 \\ & (5.3) \end{aligned}$ | $\begin{aligned} & 77 \\ & (5.9) \end{aligned}$ | $\begin{aligned} & 96 \\ & (8.0) \end{aligned}$ | 59 <br> (6.6) | $\begin{aligned} & 45 \\ & (6.2) \end{aligned}$ | 32 <br> (6.7) | $\begin{aligned} & 75 \\ & (6.4) \end{aligned}$ |
| C | $\begin{aligned} & 5 \\ & (6.0) \end{aligned}$ | $\begin{aligned} & 2 \\ & (2.7) \end{aligned}$ | $\begin{aligned} & 5 \\ & (4.0) \end{aligned}$ | $\begin{aligned} & 7 \\ & (3.3) \end{aligned}$ | $\begin{aligned} & 21 \\ & (4.3) \end{aligned}$ | $\begin{aligned} & 21 \\ & (2.4) \end{aligned}$ | $\begin{aligned} & 31 \\ & (1.9) \end{aligned}$ | $\begin{aligned} & 56 \\ & (3.2) \end{aligned}$ | $\begin{aligned} & 30 \\ & (2.3) \end{aligned}$ | $\begin{aligned} & 27 \\ & (2.2) \end{aligned}$ | $\begin{aligned} & 17 \\ & (1.9) \end{aligned}$ | $\begin{aligned} & 18 \\ & (2.5) \end{aligned}$ | $\begin{aligned} & 9 \\ & (1.9) \end{aligned}$ | $\begin{aligned} & 23 \\ & (2.0) \end{aligned}$ |
| Q | $\begin{aligned} & 2 \\ & (2.4) \end{aligned}$ | $\begin{aligned} & 4 \\ & (5.4) \end{aligned}$ | $9$ <br> (7.1) | 14 <br> (6.7) | 21 <br> (4.3) | 36 <br> (4.1) | $\begin{aligned} & 53 \\ & (3.3) \end{aligned}$ | $72$ <br> (4.1) | 60 <br> (4.6) | 48 <br> (4.0) | $\begin{aligned} & 30 \\ & (3.4) \end{aligned}$ | 26 <br> (3.6) | 18 <br> (3.7) | $47$ <br> (4.0) |
| E | $\begin{aligned} & 7 \\ & (8.3) \end{aligned}$ | $\begin{aligned} & 4 \\ & (5.4) \end{aligned}$ | $\begin{aligned} & 8 \\ & (6.3) \end{aligned}$ | $\begin{aligned} & 15 \\ & (7.1) \end{aligned}$ | $46$ (9.4) | $62$ $(7.0)$ | $\begin{aligned} & 95 \\ & (6.0) \end{aligned}$ | $94$ <br> (5.3) | $\begin{aligned} & 87 \\ & (6.7) \end{aligned}$ | $\begin{aligned} & 81 \\ & (6.7) \end{aligned}$ | $\begin{aligned} & 74 \\ & (8.3) \end{aligned}$ | 44 <br> (6.0) | $34$ $(7.1)$ | $48$ <br> (4.1) |
| G | $\begin{aligned} & 1 \\ & (1.2) \end{aligned}$ | $\begin{aligned} & 3 \\ & (4.1) \end{aligned}$ | $\begin{aligned} & 7 \\ & (5.6) \end{aligned}$ | 10 <br> (4.8) | $\begin{aligned} & 30 \\ & (6.1) \end{aligned}$ | $\begin{aligned} & 74 \\ & (8.3) \end{aligned}$ | $\begin{aligned} & 127 \\ & (8.0) \end{aligned}$ | 134 <br> (7.6) | $\begin{aligned} & 110 \\ & (8.4) \end{aligned}$ | $\begin{aligned} & 101 \\ & (8.4) \end{aligned}$ | $\begin{aligned} & 57 \\ & (6.4) \end{aligned}$ | $\begin{aligned} & 46 \\ & (6.3) \end{aligned}$ | $\begin{aligned} & 26 \\ & (5.4) \end{aligned}$ | $\begin{aligned} & 72 \\ & (6.1) \end{aligned}$ |
| H | $0$ <br> (0.0) | $0$ <br> (0.0) | 0 <br> (0.0) | 1 <br> (0.5) | $6$ <br> (1.2) | $\begin{aligned} & 7 \\ & (0.8) \end{aligned}$ | $27$ <br> (1.7) | 15 <br> (0.9) | 10 <br> (0.8) | 18 <br> (1.5) | 16 <br> (1.8) | 14 <br> (1.9) | $8$ <br> (1.7) | 17 <br> (1.4) |
| I | $\begin{aligned} & 5 \\ & (6.0) \end{aligned}$ | $4$ $(5.4)$ | $\begin{aligned} & 7 \\ & (5.6) \end{aligned}$ | $\begin{aligned} & 12 \\ & (5.7) \end{aligned}$ | $\begin{aligned} & 14 \\ & (2.9) \end{aligned}$ | $38$ <br> (4.3) | $\begin{aligned} & 63 \\ & (3.9) \end{aligned}$ | $\begin{aligned} & 83 \\ & (4.7) \end{aligned}$ | $\begin{aligned} & 61 \\ & (4.7) \end{aligned}$ | $\begin{aligned} & 73 \\ & (6.1) \end{aligned}$ | $\begin{aligned} & 45 \\ & (5.1) \end{aligned}$ | $\begin{aligned} & 53 \\ & (7.3) \end{aligned}$ | $\begin{aligned} & 26 \\ & (5.4) \end{aligned}$ | $\begin{aligned} & 69 \\ & (5.9) \end{aligned}$ |
| L | $\begin{aligned} & 0 \\ & (0.0) \end{aligned}$ | $\begin{aligned} & 3 \\ & (4.1) \end{aligned}$ | $\begin{aligned} & 16 \\ & \mathbf{( 1 2 . 7 )} \end{aligned}$ | $\begin{aligned} & 30 \\ & \mathbf{( 1 4 . 3 )} \end{aligned}$ | $\begin{aligned} & 52 \\ & (\mathbf{1 0 . 6}) \end{aligned}$ | $\begin{aligned} & 92 \\ & \mathbf{( 1 0 . 4 )} \end{aligned}$ | $\begin{aligned} & 150 \\ & (9.4) \end{aligned}$ | $\begin{aligned} & 166 \\ & (9.4) \end{aligned}$ | $\begin{aligned} & 108 \\ & (8.3) \end{aligned}$ | $\begin{aligned} & 79 \\ & (6.6) \end{aligned}$ | $\begin{aligned} & 62 \\ & (7.0) \end{aligned}$ | 48 <br> (6.6) | $\begin{aligned} & 42 \\ & (8.7) \end{aligned}$ | $\begin{aligned} & 111 \\ & (9.4) \end{aligned}$ |
| K | $\begin{aligned} & 15 \\ & (\mathbf{1 7 . 9}) \end{aligned}$ | $\begin{aligned} & 15 \\ & \mathbf{( 2 0 . 3 )} \end{aligned}$ | $\begin{aligned} & 10 \\ & (7.9) \end{aligned}$ | $\begin{aligned} & 14 \\ & (6.7) \end{aligned}$ | $\begin{aligned} & 34 \\ & (6.9) \end{aligned}$ | $\begin{aligned} & 68 \\ & (7.7) \end{aligned}$ | $\begin{aligned} & 102 \\ & (6.4) \end{aligned}$ | $\begin{aligned} & 108 \\ & (6.1) \end{aligned}$ | $\begin{aligned} & 69 \\ & (5.3) \end{aligned}$ | $\begin{aligned} & 75 \\ & (6.2) \end{aligned}$ | $\begin{aligned} & 72 \\ & (8.1) \end{aligned}$ | $\begin{aligned} & 51 \\ & (7.0) \end{aligned}$ | $\begin{aligned} & 41 \\ & (8.5) \end{aligned}$ | $\begin{aligned} & 85 \\ & (7.2) \end{aligned}$ |
| M | $\begin{aligned} & 0 \\ & (0.0) \end{aligned}$ | $\begin{aligned} & 1 \\ & (1.4) \end{aligned}$ | $\begin{aligned} & 4 \\ & (3.2) \end{aligned}$ | $\begin{aligned} & 5 \\ & (2.4) \end{aligned}$ | 20 <br> (4.1) | 22 <br> (2.5) | $\begin{aligned} & 26 \\ & (1.6) \end{aligned}$ | $\begin{aligned} & 47 \\ & (2.7) \end{aligned}$ | $\begin{aligned} & 35 \\ & (2.7) \end{aligned}$ | $37$ <br> (3.1) | $\begin{aligned} & 32 \\ & (3.6) \end{aligned}$ | $\begin{aligned} & 17 \\ & (2.3) \end{aligned}$ | 17 <br> (3.5) | $\begin{aligned} & 23 \\ & (2.0) \end{aligned}$ |
| F | $\begin{aligned} & 10 \\ & \mathbf{( 1 1 . 9 )} \end{aligned}$ | $4$ <br> (5.4) | $\begin{aligned} & 8 \\ & (6.3) \end{aligned}$ | $9$ <br> (4.3) | 24 <br> (4.9) | $28$ <br> (3.2) | 48 <br> (3.0) | $\begin{aligned} & 43 \\ & (2.4) \end{aligned}$ | 38 <br> (2.9) | $\begin{aligned} & 65 \\ & (5.4) \end{aligned}$ | 40 <br> (4.5) | 39 <br> (5.3) | 16 <br> (3.3) | $48$ <br> (4.1) |
| P | 2 <br> (2.4) | 1 <br> (1.4) | 1 <br> (0.8) | $\begin{aligned} & 5 \\ & (2.4) \end{aligned}$ | $\begin{aligned} & 11 \\ & (2.2) \end{aligned}$ | 22 <br> (2.5) | $\begin{aligned} & 57 \\ & (3.6) \end{aligned}$ | 62 <br> (3.5) | $\begin{aligned} & 47 \\ & (3.6) \end{aligned}$ | $30$ <br> (2.5) | 24 <br> (2.7) | 17 <br> (2.3) | 10 <br> (2.1) | 18 <br> (1.5) |
| S | $\begin{aligned} & 1 \\ & (1.2) \end{aligned}$ | $\begin{aligned} & 3 \\ & (4.1) \end{aligned}$ | $\begin{aligned} & 11 \\ & (8.7) \end{aligned}$ | 9 <br> (4.3) | $\begin{aligned} & 27 \\ & (5.5) \end{aligned}$ | $38$ $(4.3)$ | $\begin{aligned} & 72 \\ & (4.5) \end{aligned}$ | $\begin{aligned} & 78 \\ & (4.4) \end{aligned}$ | $\begin{aligned} & 56 \\ & (4.3) \end{aligned}$ | $\begin{aligned} & 57 \\ & (4.7) \end{aligned}$ | $\begin{aligned} & 40 \\ & (4.5) \end{aligned}$ | $\begin{aligned} & 48 \\ & (6.6) \end{aligned}$ | $\begin{aligned} & 24 \\ & (5.0) \end{aligned}$ | $\begin{aligned} & 65 \\ & (5.5) \end{aligned}$ |
| T | $\begin{aligned} & 19 \\ & \mathbf{( 2 2 . 6 )} \end{aligned}$ | $8$ (10.8) | $\begin{aligned} & 9 \\ & (7.1) \end{aligned}$ | $\begin{aligned} & 11 \\ & (5.2) \end{aligned}$ | $\begin{aligned} & 25 \\ & (5.1) \end{aligned}$ | $49$ $(5.5)$ | $\begin{aligned} & 93 \\ & (5.8) \end{aligned}$ | $\begin{aligned} & 97 \\ & (5.5) \end{aligned}$ | $\begin{aligned} & 70 \\ & (5.4) \end{aligned}$ | 68 <br> (5.6) | $\begin{aligned} & 55 \\ & (6.2) \end{aligned}$ | $42$ $(5.8)$ | $\begin{aligned} & 32 \\ & (6.7) \end{aligned}$ | 84 <br> (7.1) |
| W | $\begin{aligned} & 0 \\ & (0.0) \end{aligned}$ | $\begin{aligned} & 0 \\ & (0.0) \end{aligned}$ | $\begin{aligned} & 0 \\ & (0.0) \end{aligned}$ | $\begin{aligned} & 1 \\ & (0.5) \end{aligned}$ | $\begin{aligned} & 4 \\ & (0.8) \end{aligned}$ | 15 <br> (1.7) | $\begin{aligned} & 30 \\ & (1.9) \end{aligned}$ | $\begin{aligned} & 37 \\ & (2.1) \end{aligned}$ | $\begin{aligned} & 41 \\ & (3.1) \end{aligned}$ | $\begin{aligned} & 27 \\ & (2.2) \end{aligned}$ | $\begin{aligned} & 19 \\ & (2.1) \end{aligned}$ | 12 <br> (1.6) | $\begin{aligned} & 12 \\ & (2.5) \end{aligned}$ | $\begin{aligned} & 11 \\ & (0.9) \end{aligned}$ |
| Y | $\begin{aligned} & 2 \\ & (2.4) \end{aligned}$ | $2$ <br> (2.7) | $\begin{aligned} & 4 \\ & (3.2) \end{aligned}$ | 4 <br> (1.9) | $\begin{aligned} & 18 \\ & (3.7) \end{aligned}$ | 37 <br> (4.2) | $29$ <br> (1.8) | $55$ <br> (3.1) | $\begin{aligned} & 56 \\ & (4.3) \end{aligned}$ | 44 <br> (3.7) | $49$ <br> (5.5) | $32$ $(4.4)$ | $\begin{aligned} & 18 \\ & (3.7) \end{aligned}$ | 44 <br> (3.7) |
| V | $\begin{aligned} & 7 \\ & (8.3) \end{aligned}$ | $4$ $(5.4)$ | $\begin{aligned} & 3 \\ & (2.4) \end{aligned}$ | $10$ $(4.8)$ | $\begin{aligned} & 40 \\ & (8.2) \end{aligned}$ | $\begin{aligned} & 61 \\ & (6.9) \end{aligned}$ | 112 <br> (7.0) | $\begin{aligned} & 119 \\ & (6.8) \end{aligned}$ | $\begin{aligned} & 95 \\ & (7.3) \end{aligned}$ | $\begin{aligned} & 74 \\ & (6.1) \end{aligned}$ | 44 <br> (4.9) | 40 <br> (5.5) | $\begin{aligned} & 32 \\ & (6.7) \end{aligned}$ | $\begin{aligned} & 105 \\ & (8.9) \end{aligned}$ |

Table 4 Frequency and percentage distribution of the value of stability change for 20 types of residues from window size 55

| Residue | $\Delta \Delta \mathrm{G}$ | ge (kca | $\mathrm{ol}^{-1}$ ) |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | > $=3.0$ | $2.5 \sim 3.0$ | $2.0 \sim 2.5$ | $1.5 \sim 2.0$ | $1.0 \sim 1.5$ | $0.5 \sim 1.0$ | $0.0 \sim 0.5$ | $(-0.5) \sim 0.0$ | $(-1.0) \sim(-0.5)$ | $(-1.5) \sim(-1.0)$ | $(-2.0) \sim(-1.5)$ | $(-2.5) \sim(-2.0)$ | $(-3.0) \sim(-2.5)$ | $<(-3.0)$ |
| A | $\begin{aligned} & 35 \\ & (6.1) \end{aligned}$ | $\begin{aligned} & 34 \\ & (6.4) \end{aligned}$ | $\begin{aligned} & 74 \\ & (7.7) \end{aligned}$ | $\begin{aligned} & 154 \\ & (8.9) \end{aligned}$ | $\begin{aligned} & 378 \\ & (9.5) \end{aligned}$ | $\begin{aligned} & 675 \\ & (9.4) \end{aligned}$ | $\begin{aligned} & 1275 \\ & (9.7) \end{aligned}$ | $\begin{aligned} & 1360 \\ & (9.4) \end{aligned}$ | $\begin{aligned} & 900 \\ & (8.7) \end{aligned}$ | $\begin{aligned} & 786 \\ & (8.4) \end{aligned}$ | $\begin{aligned} & 561 \\ & (8.1) \end{aligned}$ | $\begin{aligned} & 434 \\ & (7.4) \end{aligned}$ | $\begin{aligned} & 270 \\ & (7.3) \end{aligned}$ | $\begin{aligned} & 823 \\ & (8.7) \end{aligned}$ |
| R | $\begin{aligned} & 14 \\ & (2.5) \end{aligned}$ | $\begin{aligned} & 23 \\ & (4.3) \end{aligned}$ | $\begin{aligned} & 47 \\ & (4.9) \end{aligned}$ | 85 (4.9) | $\begin{aligned} & 187 \\ & (4.7) \end{aligned}$ | $\begin{aligned} & 397 \\ & (5.5) \end{aligned}$ | $\begin{aligned} & 743 \\ & (5.7) \end{aligned}$ | $\begin{aligned} & 884 \\ & (6.1) \end{aligned}$ | $\begin{aligned} & 570 \\ & (5.5) \end{aligned}$ | $\begin{aligned} & 540 \\ & (5.8) \end{aligned}$ | $\begin{aligned} & 409 \\ & (5.9) \end{aligned}$ | $\begin{aligned} & 329 \\ & (5.6) \end{aligned}$ | $\begin{aligned} & 201 \\ & (5.4) \end{aligned}$ | $\begin{aligned} & 562 \\ & (6.0) \end{aligned}$ |
| N | $\begin{aligned} & 30 \\ & (5.3) \end{aligned}$ | $\begin{aligned} & 32 \\ & (6.0) \end{aligned}$ | 46 (4.8) | $\begin{aligned} & 77 \\ & (4.5) \end{aligned}$ | $\begin{aligned} & 207 \\ & (5.2) \end{aligned}$ | $\begin{aligned} & 396 \\ & (5.5) \end{aligned}$ | $\begin{aligned} & 762 \\ & (5.8) \end{aligned}$ | $\begin{aligned} & 881 \\ & (6.1) \end{aligned}$ | $\begin{aligned} & 610 \\ & (5.9) \end{aligned}$ | $\begin{aligned} & 496 \\ & (5.3) \end{aligned}$ | $\begin{aligned} & 369 \\ & (5.3) \end{aligned}$ | $\begin{aligned} & 328 \\ & (5.6) \end{aligned}$ | $\begin{aligned} & 217 \\ & (5.8) \end{aligned}$ | $\begin{aligned} & 508 \\ & (5.4) \end{aligned}$ |
| D | $\begin{aligned} & 33 \\ & (5.8) \end{aligned}$ | $\begin{aligned} & 27 \\ & (5.1) \end{aligned}$ | $\begin{aligned} & 32 \\ & (3.3) \end{aligned}$ | 84 <br> (4.9) | $\begin{aligned} & 213 \\ & (5.4) \end{aligned}$ | $\begin{aligned} & 422 \\ & (5.8) \end{aligned}$ | $\begin{aligned} & 785 \\ & (6.0) \end{aligned}$ | $\begin{aligned} & 876 \\ & (6.0) \end{aligned}$ | $\begin{aligned} & 639 \\ & (6.1) \end{aligned}$ | $\begin{aligned} & 578 \\ & (6.2) \end{aligned}$ | $\begin{aligned} & 443 \\ & (6.4) \end{aligned}$ | $\begin{aligned} & 361 \\ & (6.1) \end{aligned}$ | $\begin{aligned} & 239 \\ & (6.4) \end{aligned}$ | $\begin{aligned} & 553 \\ & (5.9) \end{aligned}$ |
| C | $\begin{aligned} & 5 \\ & (0.9) \end{aligned}$ | $\begin{aligned} & 2 \\ & (0.4) \end{aligned}$ | $\begin{aligned} & 9 \\ & (0.9) \end{aligned}$ | $\begin{aligned} & 21 \\ & (1.2) \end{aligned}$ | $\begin{aligned} & 55 \\ & (1.4) \end{aligned}$ | $\begin{aligned} & 133 \\ & (1.8) \end{aligned}$ | $\begin{aligned} & 272 \\ & (2.1) \end{aligned}$ | $\begin{aligned} & 380 \\ & (2.6) \end{aligned}$ | $\begin{aligned} & 205 \\ & (2.0) \end{aligned}$ | $\begin{aligned} & 129 \\ & (1.4) \end{aligned}$ | $\begin{aligned} & 111 \\ & (1.6) \end{aligned}$ | $\begin{aligned} & 122 \\ & (2.1) \end{aligned}$ | 64 (1.7) | $\begin{aligned} & 167 \\ & (1.8) \end{aligned}$ |
| Q | $\begin{aligned} & 11 \\ & (1.9) \end{aligned}$ | $\begin{aligned} & 17 \\ & (3.2) \end{aligned}$ | 41 <br> (4.3) | $\begin{aligned} & 90 \\ & (5.2) \end{aligned}$ | $\begin{aligned} & 182 \\ & (4.6) \end{aligned}$ | $\begin{aligned} & 310 \\ & (4.3) \end{aligned}$ | $\begin{aligned} & 553 \\ & (4.2) \end{aligned}$ | $\begin{aligned} & 581 \\ & (4.0) \end{aligned}$ | $\begin{aligned} & 439 \\ & (4.2) \end{aligned}$ | $\begin{aligned} & 333 \\ & (3.6) \end{aligned}$ | $\begin{aligned} & 253 \\ & (3.6) \end{aligned}$ | $\begin{aligned} & 209 \\ & (3.6) \end{aligned}$ | $\begin{aligned} & 129 \\ & (3.5) \end{aligned}$ | $\begin{aligned} & 361 \\ & (3.8) \end{aligned}$ |
| E | $\begin{aligned} & 52 \\ & (9.1) \end{aligned}$ | $\begin{aligned} & 33 \\ & (6.2) \end{aligned}$ | $\begin{aligned} & 78 \\ & (8.2) \end{aligned}$ | $\begin{aligned} & 138 \\ & (8.0) \end{aligned}$ | $\begin{aligned} & 268 \\ & (6.8) \end{aligned}$ | $\begin{aligned} & 437 \\ & (6.1) \end{aligned}$ | $\begin{aligned} & 715 \\ & (5.5) \end{aligned}$ | $\begin{aligned} & 764 \\ & (5.3) \end{aligned}$ | $\begin{aligned} & 562 \\ & (5.4) \end{aligned}$ | $\begin{aligned} & 599 \\ & (6.4) \end{aligned}$ | $\begin{aligned} & 423 \\ & (6.1) \end{aligned}$ | $\begin{aligned} & 350 \\ & (5.9) \end{aligned}$ | $\begin{aligned} & 218 \\ & (5.9) \end{aligned}$ | $\begin{aligned} & 461 \\ & (4.9) \end{aligned}$ |
| G | $\begin{aligned} & 51 \\ & (8.9) \end{aligned}$ | $\begin{aligned} & 49 \\ & (9.2) \end{aligned}$ | $\begin{aligned} & 82 \\ & (8.6) \end{aligned}$ | $\begin{aligned} & 130 \\ & (7.5) \end{aligned}$ | $\begin{aligned} & 330 \\ & (8.3) \end{aligned}$ | $\begin{aligned} & 565 \\ & (7.8) \end{aligned}$ | $\begin{aligned} & 1029 \\ & (7.8) \end{aligned}$ | $\begin{aligned} & 1116 \\ & (7.7) \end{aligned}$ | $\begin{aligned} & 807 \\ & (7.8) \end{aligned}$ | $\begin{aligned} & 705 \\ & (7.5) \end{aligned}$ | $\begin{aligned} & 572 \\ & (8.2) \end{aligned}$ | $\begin{aligned} & 467 \\ & (7.9) \end{aligned}$ | $\begin{aligned} & 293 \\ & (7.9) \end{aligned}$ | $\begin{aligned} & 769 \\ & (8.1) \end{aligned}$ |
| H | $\begin{aligned} & 14 \\ & (2.5) \end{aligned}$ | $\begin{aligned} & 11 \\ & (2.1) \end{aligned}$ | $\begin{aligned} & 20 \\ & (2.1) \end{aligned}$ | $\begin{aligned} & 42 \\ & (2.4) \end{aligned}$ | $\begin{aligned} & 68 \\ & (1.7) \end{aligned}$ | $\begin{aligned} & 132 \\ & (1.8) \end{aligned}$ | $\begin{aligned} & 211 \\ & (1.6) \end{aligned}$ | $\begin{aligned} & 241 \\ & (1.7) \end{aligned}$ | $\begin{aligned} & 151 \\ & (1.5) \end{aligned}$ | $\begin{aligned} & 157 \\ & (1.7) \end{aligned}$ | $\begin{aligned} & 113 \\ & (1.6) \end{aligned}$ | $\begin{aligned} & 93 \\ & (1.6) \end{aligned}$ | $\begin{aligned} & 63 \\ & (1.7) \end{aligned}$ | $\begin{aligned} & 110 \\ & (1.2) \end{aligned}$ |
| I | $\begin{aligned} & 16 \\ & (2.8) \end{aligned}$ | $\begin{aligned} & 28 \\ & (5.3) \end{aligned}$ | $\begin{aligned} & 43 \\ & (4.5) \end{aligned}$ | $\begin{aligned} & 88 \\ & (5.1) \end{aligned}$ | $\begin{aligned} & 195 \\ & (4.9) \end{aligned}$ | $\begin{aligned} & 367 \\ & (5.1) \end{aligned}$ | $\begin{aligned} & 714 \\ & (5.4) \end{aligned}$ | $\begin{aligned} & 730 \\ & (5.0) \end{aligned}$ | $\begin{aligned} & 531 \\ & (5.1) \end{aligned}$ | $\begin{aligned} & 494 \\ & (5.3) \end{aligned}$ | $\begin{aligned} & 378 \\ & (5.4) \end{aligned}$ | $\begin{aligned} & 325 \\ & (5.5) \end{aligned}$ | $\begin{aligned} & 213 \\ & (5.7) \end{aligned}$ | $\begin{aligned} & 450 \\ & (4.8) \end{aligned}$ |
| L | $\begin{aligned} & 23 \\ & (4.0) \end{aligned}$ | $\begin{aligned} & 41 \\ & (7.7) \end{aligned}$ | $\begin{aligned} & 80 \\ & (8.4) \end{aligned}$ | $\begin{aligned} & 144 \\ & (8.3) \end{aligned}$ | $\begin{aligned} & 335 \\ & (8.5) \end{aligned}$ | $\begin{aligned} & 638 \\ & (8.8) \end{aligned}$ | $\begin{aligned} & 1054 \\ & (8.0) \end{aligned}$ | $\begin{aligned} & 1163 \\ & (8.0) \end{aligned}$ | $\begin{aligned} & 840 \\ & (8.1) \end{aligned}$ | $\begin{aligned} & 765 \\ & (8.2) \end{aligned}$ | $\begin{aligned} & 552 \\ & (7.9) \end{aligned}$ | $\begin{aligned} & 418 \\ & (7.1) \end{aligned}$ | $\begin{aligned} & 312 \\ & (8.4) \end{aligned}$ | $\begin{aligned} & 751 \\ & (8.0) \end{aligned}$ |
| K | 68 <br> (11.9) | $61$ (11.5) | $\begin{aligned} & 83 \\ & (8.7) \end{aligned}$ | $\begin{aligned} & 131 \\ & (7.6) \end{aligned}$ | $\begin{aligned} & 248 \\ & (6.3) \end{aligned}$ | $\begin{aligned} & 538 \\ & (7.5) \end{aligned}$ | $\begin{aligned} & 925 \\ & (7.1) \end{aligned}$ | $\begin{aligned} & 954 \\ & (6.6) \end{aligned}$ | $\begin{aligned} & 692 \\ & (6.7) \end{aligned}$ | $\begin{aligned} & 736 \\ & (7.9) \end{aligned}$ | $\begin{aligned} & 503 \\ & (7.2) \end{aligned}$ | $\begin{aligned} & 467 \\ & (7.9) \end{aligned}$ | $\begin{aligned} & 306 \\ & (8.2) \end{aligned}$ | $\begin{aligned} & 691 \\ & (7.3) \end{aligned}$ |
| F | $\begin{aligned} & 30 \\ & (5.3) \end{aligned}$ | $\begin{aligned} & 16 \\ & (3.0) \end{aligned}$ | $\begin{aligned} & 31 \\ & (3.2) \end{aligned}$ | $\begin{aligned} & 41 \\ & (2.4) \end{aligned}$ | $\begin{aligned} & 112 \\ & (2.8) \end{aligned}$ | $\begin{aligned} & 187 \\ & (2.6) \end{aligned}$ | $\begin{aligned} & 415 \\ & (3.2) \end{aligned}$ | $\begin{aligned} & 420 \\ & (2.9) \end{aligned}$ | $\begin{aligned} & 307 \\ & (3.0) \end{aligned}$ | $\begin{aligned} & 339 \\ & (3.6) \end{aligned}$ | $\begin{aligned} & 230 \\ & (3.3) \end{aligned}$ | $\begin{aligned} & 190 \\ & (3.2) \end{aligned}$ | $\begin{aligned} & 108 \\ & (2.9) \end{aligned}$ | $\begin{aligned} & 281 \\ & (3.0) \end{aligned}$ |
| P | $\begin{aligned} & 26 \\ & (4.6) \end{aligned}$ | $\begin{aligned} & 24 \\ & (4.5) \end{aligned}$ | $\begin{aligned} & 33 \\ & (3.5) \end{aligned}$ | $\begin{aligned} & 40 \\ & (2.3) \end{aligned}$ | $\begin{aligned} & 118 \\ & (3.0) \end{aligned}$ | $\begin{aligned} & 216 \\ & (3.0) \end{aligned}$ | $\begin{aligned} & 406 \\ & (3.1) \end{aligned}$ | $\begin{aligned} & 420 \\ & (2.9) \end{aligned}$ | $\begin{aligned} & 396 \\ & (3.8) \end{aligned}$ | $\begin{aligned} & 351 \\ & (3.7) \end{aligned}$ | $\begin{aligned} & 248 \\ & (3.6) \end{aligned}$ | $\begin{aligned} & 224 \\ & (3.8) \end{aligned}$ | $\begin{aligned} & 138 \\ & (3.7) \end{aligned}$ | $\begin{aligned} & 386 \\ & (4.1) \end{aligned}$ |
| S | $\begin{aligned} & 18 \\ & (3.2) \end{aligned}$ | $\begin{aligned} & 24 \\ & (4.5) \end{aligned}$ | $\begin{aligned} & 57 \\ & (6.0) \end{aligned}$ | 84 <br> (4.9) | $\begin{aligned} & 219 \\ & (5.5) \end{aligned}$ | $\begin{aligned} & 347 \\ & (4.8) \end{aligned}$ | $\begin{aligned} & 629 \\ & (4.8) \end{aligned}$ | $\begin{aligned} & 801 \\ & (5.5) \end{aligned}$ | $\begin{aligned} & 595 \\ & (5.7) \end{aligned}$ | $\begin{aligned} & 435 \\ & (4.6) \end{aligned}$ | $\begin{aligned} & 369 \\ & (5.3) \end{aligned}$ | $\begin{aligned} & 333 \\ & (5.7) \end{aligned}$ | $\begin{aligned} & 206 \\ & (5.5) \end{aligned}$ | $\begin{aligned} & 527 \\ & (5.6) \end{aligned}$ |
| T | $\begin{aligned} & 48 \\ & (8.4) \end{aligned}$ | $\begin{aligned} & 35 \\ & (6.6) \end{aligned}$ | $\begin{aligned} & 66 \\ & (6.9) \end{aligned}$ | $\begin{aligned} & 141 \\ & (8.2) \end{aligned}$ | $\begin{aligned} & 261 \\ & (6.6) \end{aligned}$ | $\begin{aligned} & 402 \\ & (5.6) \end{aligned}$ | $\begin{aligned} & 776 \\ & (5.9) \end{aligned}$ | $\begin{aligned} & 829 \\ & (5.7) \end{aligned}$ | $\begin{aligned} & 604 \\ & (5.8) \end{aligned}$ | $\begin{aligned} & 580 \\ & (6.2) \end{aligned}$ | $\begin{aligned} & 430 \\ & (6.2) \end{aligned}$ | $\begin{aligned} & 379 \\ & (6.4) \end{aligned}$ | $\begin{aligned} & 237 \\ & (6.4) \end{aligned}$ | $\begin{aligned} & 622 \\ & (6.6) \end{aligned}$ |
| Y | $\begin{aligned} & 38 \\ & (6.7) \end{aligned}$ | $\begin{aligned} & 27 \\ & (5.1) \end{aligned}$ | $\begin{aligned} & 39 \\ & (4.1) \end{aligned}$ | $\begin{aligned} & 56 \\ & (3.2) \end{aligned}$ | $\begin{aligned} & 153 \\ & (3.9) \end{aligned}$ | $\begin{aligned} & 272 \\ & (3.8) \end{aligned}$ | $\begin{aligned} & 451 \\ & (3.4) \end{aligned}$ | $\begin{aligned} & 552 \\ & (3.8) \end{aligned}$ | $\begin{aligned} & 461 \\ & (4.4) \end{aligned}$ | $\begin{aligned} & 491 \\ & (4.5) \end{aligned}$ | $\begin{aligned} & 351 \\ & (5.0) \end{aligned}$ | $\begin{aligned} & 278 \\ & (4.7) \end{aligned}$ | $\begin{aligned} & 176 \\ & (4.7) \end{aligned}$ | $\begin{aligned} & 446 \\ & (4.7) \end{aligned}$ |
| V | $\begin{aligned} & 40 \\ & (7.0) \end{aligned}$ | $\begin{aligned} & 27 \\ & (5.1) \end{aligned}$ | $\begin{aligned} & 57 \\ & (6.0) \end{aligned}$ | $\begin{aligned} & 108 \\ & (6.3) \end{aligned}$ | $\begin{aligned} & 258 \\ & (6.5) \end{aligned}$ | $\begin{aligned} & 455 \\ & (6.3) \end{aligned}$ | $\begin{aligned} & 887 \\ & (6.8) \end{aligned}$ | $\begin{aligned} & 943 \\ & (6.5) \end{aligned}$ | $\begin{aligned} & 748 \\ & (7.2) \end{aligned}$ | $\begin{aligned} & 612 \\ & (6.5) \end{aligned}$ | $\begin{aligned} & 411 \\ & (5.9) \end{aligned}$ | $\begin{aligned} & 375 \\ & (6.4) \end{aligned}$ | $\begin{aligned} & 216 \\ & (5.8) \end{aligned}$ | $\begin{aligned} & 674 \\ & (7.1) \end{aligned}$ |

Table 5 Sequence triplets and corresponding frequency distribution of the value of stability change

| $\Delta \Delta \mathrm{G}$ range $\left(\mathrm{kcal}^{2} \mathrm{~mol}^{-1}\right)$ | Sequence triplet |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $\mathrm{A} * \mathrm{I}$ | $\mathrm{L} * \mathrm{~L}$ | $\mathrm{~N} * \mathrm{~F}$ | $\mathrm{G} * \mathrm{~W}$ | $\mathrm{~K} * \mathrm{E}$ | $\mathrm{A} * \mathrm{~N}$ | $\mathrm{~F} * \mathrm{~V}$ | $\mathrm{~L} * \mathrm{~A}$ | $\mathrm{C} * \mathrm{E}$ | $\mathrm{P} * \mathrm{~V}$ |
| $>=3.0$ | 4 | 0 | 0 | 0 | 0 | 0 | 7 | 0 | 0 | 0 |
| $1.5 \sim 3.0$ | 10 | 4 | 0 | 0 | 1 | 0 | 2 | 2 | 6 | 1 |
| $0.0 \sim 1.5$ | 10 | 23 | 10 | 1 | 20 | 16 | 16 | 14 | 17 | 11 |
| $(-1.5) \sim 0.0$ | 19 | 20 | 16 | 23 | 12 | 15 | 3 | 9 | 2 | 12 |
| $(-3.0) \sim(-1.5)$ | 10 | 3 | 24 | 12 | 1 | 0 | 0 | 1 | 0 | 1 |
| $<(-3.0)$ | 12 | 9 | 4 | 0 | 1 | 0 | 0 | 0 | 0 | 0 |
| Total | 65 | 59 | 54 | 36 | 35 | 31 | 28 | 26 | 25 | 25 |
| Occurrence (\%) | 3.5 | 3.2 | 2.9 | 1.9 | 1.9 | 1.7 | 1.5 | 1.4 | 1.3 | 1.3 |
| Stabilizing (\%) | 36.9 | 45.8 | 18.5 | 2.8 | 60.0 | 51.6 | $\mathbf{8 9 . 3}$ | 61.5 | $\mathbf{9 2 . 0}$ | 48.0 |
| Destabilizing (\%) | 63.1 | 54.2 | $\mathbf{8 1 . 5}$ | $\mathbf{9 7 . 2}$ | 40.0 | 48.4 | 10.7 | 38.5 | 8.0 | 52.0 |
| Log-odds ratio | -0.23 | -0.07 | -0.64 | -1.54 | 0.18 | 0.03 | 0.92 | 0.20 | 1.06 | -0.03 |

The mutants with positive $\Delta \Delta \mathrm{G}$ are considered as stabilizing and that with negative $\Delta \Delta \mathrm{G}$ are considered as destabilizing as per the conventions used in ProTherm database $(27,28)$.

In Table 3, interestingly, it seems that the positive stability change (stabilizing) gives a greater specificity. For instance, the residue Leu has a high percentage of occurrences than the others when the range of stability change is between 0.5 and $2.5 \mathrm{kcal} \mathrm{mol}^{-1}$; the residue Lys and Thr also have a high percentage when the value of stability change is larger than $2.5 \mathrm{kcal} \mathrm{mol}^{-1}$. Focusing on the combination of residues, the residues Lys, Phe and Thr are significantly represented when the value of stability change is larger than $3 \mathrm{kcal} \mathrm{mol}^{-1}$. Unusually, the residue Ala appears frequently when stabilizing as well as destabilizing. Comparing to Table 4, the residue Lys still gives the same specificity. However, the other ones become insignificant in occurrence percentage. The reason could be that the compositional specificity of residues is lost when larger window size introduces a lot of irrelevant residues. From the results described above, it
explores the possibility of the compositional specificity of residues in different ranges of stability change.

Sequence analysis of pattern finding

For discovering the order specificity, we collected a group of sequence fragments comprised of triplets and quintets, which appear most frequently on the dataset. Table 5 lists the topmost 10 frequent triplets regardless of the central mutated residue (represented by $*$ ) out of a total of 293 triplets in the dataset. By dividing those triplets into different ranges of stability change, it is interesting that some triplets exist mostly in particular ranges. For instance, one of the most frequently occurring triplets $G^{*} W$ destabilizes the protein in $97 \%$ of the mutants and the log-odd ratio is -1.54 . Besides, triplet $\mathrm{N}^{*} \mathrm{~F}$ appears mostly

Table 6 Sequence quintets and corresponding frequency distribution of the value of stability change

| $\Delta \Delta \mathrm{G}$ range ( $\mathrm{kcal} \mathrm{mol}^{-1}$ ) | Sequence quintet |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | MN*FE | AL*LG | TG*WD | TF*VT | CP*VY | RC*EL | AQ*AG | AK*EL | DA*IK | AQ*LG |
| $>=3.0$ | 0 | 0 | 0 | 7 | 0 | 0 | 0 | 0 | 4 | 0 |
| $1.5 \sim 3.0$ | 0 | 0 | 0 | 2 | 1 | 6 | 0 | 0 | 7 | 0 |
| $0.0 \sim 1.5$ | 9 | 21 | 1 | 15 | 11 | 17 | 3 | 16 | 5 | 0 |
| (-1.5) ~ 0.0 | 12 | 15 | 23 | 2 | 12 | 1 | 20 | 5 | 5 | 18 |
| $(-3.0) \sim(-1.5)$ | 20 | 0 | 12 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| <(-3.0) | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 |
| Total | 42 | 36 | 36 | 26 | 24 | 24 | 23 | 22 | 21 | 19 |
| Occurrence (\%) | 2.3 | 1.9 | 1.9 | 1.4 | 1.3 | 1.3 | 1.2 | 1.2 | 1.1 | 1.0 |
| Stabilizing (\%) | 21.4 | 58.3 | 2.8 | 92.3 | 50.0 | 95.8 | 13.0 | 72.7 | 76.2 | 0.0 |
| Destabilizing (\%) | 78.6 | 41.7 | 97.2 | 7.7 | 50.0 | 4.2 | 87.0 | 27.3 | 23.8 | 100.0 |
| Log-odds ratio | -0.56 | 0.15 | -1.54 | 1.08 | 0.00 | 1.36 | -0.82 | 0.43 | 0.51 | - |

[^1]in a $\Delta \Delta \mathrm{G}$ range of -3 to $0 \mathrm{kcal} \mathrm{mol}^{-1}$. By contrast, triplets $\mathrm{F}^{*} \mathrm{~V}$ and $\mathrm{C}^{*} \mathrm{E}$ stabilize the protein in $89.3 \%$ and $92.0 \%$ of the mutants, respectively. The log-odd ratio for the mutants with the pattern of $\mathrm{F}^{*} \mathrm{~V}$ and $\mathrm{C} * \mathrm{E}$ are, respectively, 0.92 and 1.06 .

Extending the observation to 4 neighbors, the topmost 10 frequent quintets are listed in Table 6 , in which the pattern $\mathrm{TF} * \mathrm{VT}$ and $\mathrm{RC} *$ EL stabilize the protein. The logodd ratios for these patterns of mutants are 1.08 and 1.36, respectively. Quintets $\mathrm{TG}^{*} \mathrm{WD}$ and $\mathrm{AQ}^{*} \mathrm{AG}$ destabilize the protein in $97.2 \%$ and $87.0 \%$ of the mutants, respectively, and the $\Delta \Delta \mathrm{G}$ values are in range of -3 to $0 \mathrm{kcal} \mathrm{mol}^{-1}$.

The respective log-odd ratios are -1.54 and -0.82 for the patterns $\mathrm{TG}^{*} \mathrm{WD}$ and $\mathrm{AQ}^{*} \mathrm{AG}$. Interestingly, quintet AQ*LG only destabilize the protein. The results imply the existence of certain patterns which can help both understanding and predicting the stability change of protein mutants.

Exploring important factors and decision rules
Besides applying the sequence analysis, iPTREE-2 can also play a role in mining knowledge of predicting protein

Table 7 Decision rules built from S1859 and corresponding details of prediction performance

| No. | Antecedent | Predicted value (kcal mol ${ }^{-1}$ ) | Rule size | $\begin{aligned} & \text { STD } \\ & \left(\mathrm{kcal} \mathrm{~mol}^{-1}\right) \end{aligned}$ | MAE <br> ( $\mathrm{kcal} \mathrm{mol}{ }^{-1}$ ) | Number of data | Data percentage |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | Md [Y W V R P M L I G F C] | -2.049 | 2 | 2.17 | 1.57 | 469 | 25.2 |
|  | Mi [T S P K H G A] |  |  |  |  |  |  |
| 2 | Md [T S Q N K H E D A] | -0.110 | 7 | 0.85 | 0.61 | 177 | 9.5 |
|  | Mi [W T S R Q P N K H G E D C A] |  |  |  |  |  |  |
|  | $\mathrm{W}_{1}$ [T S R Q P M K I G F D A - ] |  |  |  |  |  |  |
|  | $\mathrm{W}_{3}$ [W T S P M L K H F E D C] |  |  |  |  |  |  |
|  | $\mathrm{W}_{4}$ [V T S Q N L I H G E C A -] |  |  |  |  |  |  |
|  | $\mathrm{W}_{6}[\mathrm{~W}$ V S R Q P N L K I H G F E D A - ] |  |  |  |  |  |  |
|  | $\mathrm{N}_{\mathrm{Q}}<1.5$ |  |  |  |  |  |  |
| 3 | Md [W R L I F C] | -0.906 | 3 | 1.30 | 0.93 | 148 | 8.0 |
|  | Mi [Y W V R Q N M L I F E D C] |  |  |  |  |  |  |
|  | $\mathrm{W}_{4}[\mathrm{Y} V \mathrm{R}$ Q P N M I F E C A $]$ |  |  |  |  |  |  |
| 4 | $\mathrm{Md}[\mathrm{Y}$ V P M G] | -0.400 | 4 | 1.06 | 0.77 | 89 | 4.8 |
|  | Mi [Y W V R Q N M L I F E D C] |  |  |  |  |  |  |
|  | $\mathrm{W}_{4}[\mathrm{Y} V \mathrm{R}$ Q P N M I F E C A $]$ |  |  |  |  |  |  |
|  | $\mathrm{W}_{6}$ [W T R Q P M I H F D C] |  |  |  |  |  |  |
| 5 | Md [T S Q N K H E D A] | -0.771 | 7 | 1.07 | 0.81 | 71 | 3.8 |
|  | Mi [W T S R Q P N K H G E D C A] |  |  |  |  |  |  |
|  | $\mathrm{W}_{1}[\mathrm{Y} V \mathrm{~N}$ L H E C] |  |  |  |  |  |  |
|  | $\mathrm{W}_{3}$ [W T S P M L K H F E D C] |  |  |  |  |  |  |
|  | $\mathrm{W}_{4}$ [V T S Q N L I H G E C A -] |  |  |  |  |  |  |
|  | $\mathrm{W}_{6}[\mathrm{~W}$ V S R Q P N L K I H G F E D A - ] |  |  |  |  |  |  |
|  | $\mathrm{N}_{\mathrm{Q}}<1.5$ |  |  |  |  |  |  |
| 6 | Md [T S Q N K H E D A] | -0.906 | 6 | 0.85 | 0.61 | 64 | 3.4 |
|  | Mi [S R Q N M H E D C A] |  |  |  |  |  |  |
|  | $\mathrm{W}_{2}$ [Y W V T S R N G F E D A] |  |  |  |  |  |  |
|  | $\mathrm{W}_{4}$ [Y W R P M K F D] |  |  |  |  |  |  |
|  | $\mathrm{W}_{5}$ [Y W V T S R K I H G E D ] |  |  |  |  |  |  |
|  | $\mathrm{W}_{6}$ [V T R P N I F E A] |  |  |  |  |  |  |
| 7 | Md [T S Q N K H E D A] | 0.633 | 7 | 0.84 | 0.66 | 48 | 2.6 |
|  | Mi [W T S R Q P N K H G E D C A] |  |  |  |  |  |  |
|  | $\mathrm{W}_{1}$ [T S R Q P M K I G F D A - ] |  |  |  |  |  |  |
|  | $\mathrm{W}_{3}$ [W T S P M L K H F E D C] |  |  |  |  |  |  |
|  | $\mathrm{W}_{4}$ [V T S Q N L I H G E C A -] |  |  |  |  |  |  |
|  | $\mathrm{W}_{6}$ [WV S R Q P N L K I H G F E D A - ] |  |  |  |  |  |  |
|  | $\mathrm{N}_{\mathrm{Q}}>=1.5$ |  |  |  |  |  |  |
|  | Mean |  | 5 | 1.16 | 0.85 | 152 | 8.2 |

The mutants with positive $\Delta \Delta \mathrm{G}$ are considered as stabilizing and that with negative $\Delta \Delta \mathrm{G}$ are considered as destabilizing as per the conventions used in ProTherm database $(27,28)$.
STD: standard deviation
MAE: mean absolute error
stability change. To achieve a balance between lifting prediction performance and simplifying tree models, the variable set we used is based on CO-7. When building the decision tree model, the variable that is selected earlier implies it is impact to the built tree. As a result, we found that the mutation residue in wild type and the mutation residue in mutant protein were the two most important variables among those input variables. Interestingly, it agrees with our previous study [20], revealing the two factors and the temperature make a major contribution to the distinct ability of predicting protein stability change. The prediction and analysis upon amino acid substitutions with 48 amino acid properties have also been presented previously [26].

When completing the decision tree model, it can transform to a rule base that consists of decision rules. For the purposes of demonstration, the maximum depth of the decision tree model was limited to 7 to reduce the rule size that means the length of antecedents of rules. Nevertheless, the free data mining software [32] for the implement of regression tree is available in the Internet. Table 7 shows the rules with larger data number that refers to the number of samples to which a rule can be applied in the dataset. Whereas a rule with large data number may serve a general phenomenon, we focus on the first rule:

> If the deleted-residue belongs to $Y, W, V, R, P, M, L, I$, $G, F$ or $C$, and the introduced-residue belongs to $T$, $S$, $P, K, H, G$ or $A$, then the predicted stability change value is $-2.05 \mathrm{kcal}^{\text {mol }}{ }^{-1}$.

Interestingly, the previous study has revealed some properties about Pro and Ala in protein stability. The proline-free triple mutant P7A/P9A/P50A was investigated using Fourier-transform infrared (FTIR) spectroscopy [33]. The thermal stability of the proline-free mutant is reduced by $15^{\circ} \mathrm{C}$ as compared to the wild type. Moreover, the rule is generally compatible with our previous study [20], describing

If temperature is between $4{ }^{\circ} \mathrm{C}$ and $40^{\circ} \mathrm{C}$, and the introduced residue is Alanine, then the predicted stability change will be negative.

This first rule with less rule size of 2 covers a large number of samples of 469 that accounts for $25.2 \%$ of the whole dataset. However, the high standard deviation $\left(S T D=2.17 \mathrm{kcal} \mathrm{mol}^{-1}\right)$ indicates the covered samples are a little spread so that the confidence in prediction may descend. By contrast, the sixth rule:

If the deleted-residue belongs to $T, S, Q, N, K, H, E, D$ or $A$; the introduced-residue belongs to $S, R, Q, N, M$, $H, E, D, C$ or $A$; the second neighbor toward $N$ -
terminus belongs to $Y$, $W, V, T, S, R, N, G, F, E, D$ or $A$; the three neighbors toward C-terminus belongs to [ $Y$ WR P M K F D], [Y WVTSRKIHGED] and [V $T R P N I F E A]$, respectively; then the predicted stability change value is $-0.91 \mathrm{kcal} \mathrm{mol}^{-1}$.
performs a better standard deviation (STD $=0.85 \mathrm{kcal}$ $\mathrm{mol}^{-1}$ ) and a lower mean absolute error (MAE $=0.61 \mathrm{kcal}$ $\mathrm{mol}^{-1}$ ) with increasing rule size of 6 and decreasing data number of 64 , which implies that the precise rules may improve the prediction performance but narrow the applied scope.

The seven listed rules can cover a total $57.3 \%$ of data, while the numbers of destabilizing and stabilizing samples are 778 and 288 , respectively. The major reason is due to the percentage of two kinds of training data. The rules are deduced from the dataset to represent them as much as possible and the covered samples usually exhibit the similar characteristic of data distribution. Those interpretable rules may be consistent with previous reports or lead to a new discovery that still requires confirmation. However, those derived rules presenting an understandable concept of dataset can be validated further to be usable knowledge.

## Conclusions

In this paper, the proposed iPTREE-2 has been effectively applied to a large database of the thermodynamic data of mutant proteins to predict the value of protein stability change. By tuning pruning level, the correlation coefficient between predicted and experimental values can successfully reach to 0.70 when based on sequence information. Through comparison of designed variables sets, selecting a small window size as input is acceptable and efficient when based on sequence information including both composition and order. In contrast to sequence information including composition without order, choosing a larger window size is helpful to lift up the prediction performance.

From observation of different scales of window size, the compositional specificity of residues really exists in different ranges of stability change. The found triplets and quintets can offer a possibility of both understanding and predicting the stability change of protein mutants. iPTREE2 also provided a mechanism for mining knowledge of predicting protein stability change. The results reveal that some factors play an important role and the built interpretable rules can be validated by well-known researches, and all the knowledge can provide us with more understanding about the protein stability change.

Future, since a set of significant features is helpful for the establishment of more interpretable rules, as well as the
prediction performance. Thus, selecting appropriate variables will be a worthy issue.
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